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Abstract

We study the effect of long-range interactions on the free-induction fluorescence from Frenkel excitons following after
excitation by an ultrashort pulse of a small area. A non-perturbative contribution of far neighbors to the free-induction
decay is found. The effect results from the non-perturbative renormalization of that part of the exciton energy spectrum
(in the vicinity of the bottom of the excitonic band), which mainly contribute to the free-induction signal. We also analyze
the applicability of the segment model to the problem of interest when including the coupling to far neighbors. © 1999

Elsevier Science B.V. All rights reserved.
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1. Introduction

The model of Frenkel excitons in one-dimen-
sional disordered lattices has been proven to be
very useful in order to explain the low-temperature
transport properties and photophysics of molecular
aggregates [ 1] (see also the reviews [2,3] and refer-
ences therein), polymer chains [4-9] as well as
several antiferromagnets [10-12]. The latter sys-
tems present strong anisotropy in the hopping inte-
grals for three crystallographic directions. One of

*Corresponding author. Tel.: 34913944488; fax: 3491
3944547; e-mail: adame@valbuena.fis.ucm.es.

the integrals is typically several orders of magni-
tude larger than the others and, consequently, the
system can be treated within the quasi-one-dimen-
sional approach.

Dynamics of one-dimensional Frenkel excitons
is strongly affected by the disorder of different
types. Fluctuations of both hopping integrals and
site energies result in the localization of the exciton
states, which is also reflected in the exciton optical
dynamics. A great deal of work has been devoted to
such problems during the last two decades (see the
reviews [2,3]). In this paper we mainly focus our
attention on the disorder produced by the presence
of ions substituting host atoms. Such ions are ran-
domly distributed in the host chain and can act in
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a twofold way, first, localizing the excitons, and
second, trapping them. Both effects have different
manifestation in the exciton optical dynamics
[8-11,13,14]. The authors of all just referred papers
used the nearest-neighbor (NN) approximation in
order to describe the exciton optical dynamics, as-
suming that coupling to far neighbors is negligible.
However, previous works have shown that the
inclusion of the long-range interactions strongly
affects Frenkel exciton states in one-dimensional
systems with continuous diagonal or off-diagonal
disorder [15,16]. The main goal of the present
papers is to show that the contribution of far neigh-
bors to the linear optical response of one-dimen-
sional Frenkel excitons cannot be perturbative. The
reason of this effect becomes clear from the fact that
the major contribution to the linear optical re-
sponse is determined by the states of the bottom of
the exciton band. The energies of these states
undergo non-perturbative changes with inclusion
of the coupling to far neighbors [17].

The remainder of the paper is organized as fol-
lows. In Section 2 we describe our model Hamil-
tonian and the way to calculate the free-induction
fluorescence from Frenkel excitons under the con-
dition of a short pulse excitation. In Section 3 we
present the results of the nearest-neighbor approxi-
mation as applied to the case of low temperatures.
Section 4 deals with the analytical treatment of the
effect caused by the coupling to far neighbors. Sec-
tion 5 is devoted to results of numerical simula-
tions and discussions. As a main point, we will
show that the long-range dipole—dipole interaction
leads to a much faster fluorescence decay as com-
pared to the nearest-neighbor interaction. Sec-
tion 6 concludes the paper with a brief summary of
results and some general remarks on their physical
implications.

2. Model and basic relationships

We assume that a quencher substitutes a host
atom, in such a way that the whole chain consists of
a number of segments separated by quenchers (the
so-called model of disruptive quenchers, according
to the terminology proposed in Refs. [4]). The
probability p(N) to find a segment of N host atoms

isp(N)=c(1 —c)¥"'. Atlarge N, which is of inter-
est in most experimental situations, this quantity
reduces to the Poissonian distribution p(N) =
cexp(— cN).

In the model with only nearest-neighbor interac-
tions between the host atoms, the problem of the
optical response of the whole chain can be reduced
to that for a segment with traps at either end. The
result must then be averaged over the segment
length distribution p(N). On the one hand, inclu-
sion of the coupling between far neighbors makes
the segments dependent from each other and, on
the other hand, renormalizes the exciton spectrum
of each segment. The tight-binding Hamiltonian of
the whole chain with all interactions reads

H = Z Umnajnan _Zén [Un—l,n(a;an—l

n,m(m+ n)
+ a;—ﬂn) + Un,n+1 (azan+1 + aI-Flan)
+ il (@) a1 + af1a,41)], (1)

where a (a,) creates (annihilates) an exciton at site
nand U,, = — U/jm —n|® (U > 0) is the dipole-
dipole hopping integral. The stochastic variable
¢, takes the values 1 and 0 with probability ¢ and
1 — ¢, respectively. Here I' is the quenching con-
stant. We will only account for quenching in those
host atoms which are nearest to traps. All the site
energies are set to zero since we do not take into
account any on-site disorder.

As it was established in Refs. [13,18], the optical
response of the excitonic system to the action of an
ultrashort pulse of small area consists of two com-
ponents of emission, namely incoherent and coher-
ent. The incoherent part describes the decay of the
exciton population due to trapping. It is deter-
mined by the expectation value of the exciton num-
ber operator i =Y ;ala;, which is proportional to
the Q-function introduced by Huber and Ching
[13]. This part of emission will not be considered in
the present work.

The coherent component, which we will be inter-
ested in, is associated with the expectation value of
the dipole operator of the system with 4" sites

D) = ii {0|De”'D|0, (2)
N
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where

N
D=7} (a} +a,) 3)

n=1
is the dipole operator of the whole chain (for the
sake of simplicity, hereafter we substitute all the
transition dipole matrix elements by unity and as-
sume that the whole chain has a length less than the
emission wavelength) and |0) denotes the ground
state of the system. The evolution in time of the
mean dipole is responsible for the free induction
fluorescence emitted from the system. Its intensity
is proportional to the square of the second deriva-
tive of D(t) averaged over an oscillation period
and is linked with the P-function introduced in
Ref. [13]

1
Pt)=—"> [<0[De™*DI0>|*. (4)

This equation is the basis of our analysis of the
effects of long-range interactions on the decay of
the excitonic free-induction fluorescence.

3. Nearest-neighbor approximation

To make clear the gist of the effects we are going
to treat, let us turn first to the NN approximation.
As it was mentioned above, one may then consider
the segments to be independent of each other, ow-
ing to the presence of traps. It is obvious that under
these conditions, both the Hamiltonian 5 and the
dipole operator D split into a sum of independent
blocks

H =Y Ay, (5a)

fN
lNl

N
Hy=—-UY (ata, 1+ a}.a,)

=1

—il(ala, + alay), (5b)
D =Y Dy, (5¢)
N
N
Dy= 3 (a} +a), (5d)

where the symbol )y, means the summation over
a stochastic realization of segments. The operators
Ay and Dy are, respectively, the Hamiltonian and
the dipole operator of a segment of size N, spanned
on the corresponding subspace of eigenfunctions.
Taking into consideration such a representation
and assuming that the number of segments is large
enough to treat P(t) as a self-averaging quantity,
one can rewrite Eq. (4) in the form

1 _ 2 _ 2

P(t) = 72 Dy (1)) =|cd, p(N)Dy(1)] , (6a)
N iw N

Di(t) = <0|Dye ™ "*Dy|0, (6b)

where p(N) = ¢(1 — ¢)¥ ! has the meaning defined
above.

Note that Eq. (6a) differs from the analogous one
used in previous studies [4,5,10], P(t) = ) xp(N)
|Dy(2)]2. The latter implicitly assumed that there is
no relative phase coherence in the radiation emit-
ted by the individual segments so that the inten-
sities of the radiation fields from the segments are
added rather than the amplitudes as it takes place
in Eq. (6a). In our opinion, such an assumption can
be only justified at high temperatures when the
relative phase coherence of segments can be de-
stroyed due to the exciton—phonon interaction be-
fore the emission process starts. On the contrary,
Eq. (6a) secems to be applicable at low temper-
atures. We will compare both coherent and inco-
herent approaches later.

There are two reasons for P(t) to decay with
time. The first one is naturally the presence of
traps, while the second exists even in the absence of
the trapping process. Indeed, using the complete-
ness of the excitonic eigenstates |k) (related to
a segment of length N), one can rewrite Eq. (6b) in
the form

N
Dy(t) = ). [KOIDylky|> e M, (7)
k=1

where E(N) are the excitonic eigenenergies cal-
culated for the segment of length N

E(N)= —2Ucos k=1,2,...,N, (8)

N+7T
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and |[<O[Dy|k)>|* is given by the expression

nk

1
[<0IDyIKY? = ———[1 — (= )] cot? AN + 1)

CN+1 ©)

From Eq. (7) it follows that the magnitude D(t)
is a finite linear combination of periodic functions
of non-multiple frequencies. Therefore, the evolu-
tion in time of Dy(t) represents beatings, with no
decay. Nevertheless, as the frequencies of compo-
nents fluctuate, the averaged contribution of each
one and, as a result, P(¢) will decrease in time, owing
to the destructive interference of oscillations with
continuously distributed frequencies. Our main
goal now is to discuss the latter mechanism of
decay of the free induction fluorescence, neglecting
the traps in the Hamiltonian (5b) for a moment.

Let us assume further that ¢ < 1, which means
that typically one has N > 1. In this case,
[<O|Dy|k>|* ~ 8N/(rk)?, with k= 1,3,5,.... One
can also use in Eq. (7) an approximate expression
for the exciton energies, E(N) = —2U + U(nk)?*/
N?, and substitute p (N) in Eq. (6a) by the Poisson
law. Due to the steep decrease of |{0|Dy|k>|* with k,
the main contribution to P(t) comes obviously from
the lowest excitonic state (with k = 1). This allows
us to limit the summation over k in Eq. (7) by only
the first term. Thus, finally we will get

8)\? Ut
P(t)=<nz> cz%: e_”NNexp<—inN2>

Passing in Eq. (10) from the summation over N to
the integration, Eq. (6a) will read

po=(5)[ace e ( 75

The factor exp( — &) approximately restricts the
region of integration to ¢ < 1. On the other hand,
the interval ¢ < me(Ut)''* does not contribute to
the integral in Eq. (11) due to fast oscillations of the
temporal exponent. As the size of this interval
grows with time, the magnitude of integral will
decrease and approach zero at n*c?Ut > 1. It is
a matter of simple calculations to show from
Eq. (11) that the decay is quadratic for very short
times (n*Ut < 1): P(t) = (8/n%)*[1 — (3)(n?cUt)*],
whereas the decay is linear for larger times
(c™?>n*Ut> 1) P@t)=(8/n*)[1 —(G)n’cUt].

2

(10)

2

. (11)

In the latter case, one can replace the lower limit of
integration by zero.

4. All interactions

There are at least two reasons for P(t) to be
renormalized with including all interaction as com-
pared to the NN approach. First, the representa-
tion of the whole chain as a number of independent
segments here is no longer valid since neighboring
segments are coupled to each other by the
dipole—dipole interactions of the next neighbors.
Second, even if we neglect this coupling, non-per-
turbative effect arises from renormalization of the
eigenenergies of each segment, as we will see below.

4.1. Effect of segment coupling

In order to gain insight into the problem of
segment coupling, let us turn to the simplest case
assuming that (i) the chain has only one trap, which
divides it into two segments of sizes N > 1 and
M > 1, (ii) the exciton problem of each isolated
segment is treated in the NN approximation, (iii)
the segments are coupled by the dipole—dipole in-
teraction of sites being nearest to the trap, (iv) the
trapping itself is neglected. The Hamiltonian of
such a problem reads

H= Ay + K+ V, (12)

where the Hamiltonians of the isolated segments
are

N
‘ny =-U Z (alan+1 + atIJrlan)a (133)
1

n=

<%M =-U Z (bjnbm+1 + bjnﬂbm)a (13b)
m=1

where the operators a,,a} and b,,b}, are related to

the segments with N and M sites, respectively, and

the interaction Hamiltonian reads

U
V= - §(afvb1 + blay). (14)

Under these conditions, we aim to elucidate
whether the interaction Hamiltonian ¥ can be con-
sidered as a perturbation. Making use of the
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excitonic transformations of the site operators
a, and b,,

2 1/2 N kn
a, = <N+1> z ocksmN T (15a)

2 12 m ntkm
bm:(M—i— 1> ; ﬁksm YL (15b)

the different terms of the Hamiltonian (12) become

N
E%N = Z Ek(N)OCZO(k, Ek(N) = —2Ucos
k=1

N+7T
(16a)
Hyy = E. (M) S} E (M) = -2U
M kg,l (M) BiBr, Ed(M) = COSM+1
(16b)
N m
Z Z Viee (0l B + Blowe), (16c)
where
Vi = (= DU sin mk sin ke
FTANF)PM A DPTN AL M AT
(17)

As the interaction Hamiltonian couples the ex-
citon states of one segment, |k, N>, to those of the
other one, |k, M), we should compare the energy
differences AE = 2U|cos[nk/(N + 1)] —cos[nk’/
(M + 1)]| with the magnitudes of V.. At the region
of interest (k < N + 1, k' < M + 1), one has

| Ve | (N + DM + 1)'?
|AEq| 4N — M|(N + M +2)

(18)

Accounting for the fact that only values of
k =k =1 actually contribute to the exciton free
induction fluorescence, from Eq. (18) it follows that
Vil < |Awe], excluding the low probable event
N = M. Thus, the segment coupling through the far
neighbors can be neglected in average and, sub-
sequently, the segments themselves can be con-
sidered as independent one from another.

This result can appear somewhat counterintui-
tive. In principle, one would expect that the larger
the segments, the closer their energies, which, in
turn, would imply stronger interaction, in contrast
to what is found in Eq. (18). However, a more

careful consideration of this puzzling result allows
to unconver its explanation: The key fact is that the
probability amplitude of finding an exciton on the
nearest site to the trap is given by [2/(N + 1)]'/?
sin[nk/(N + 1)], which is of the order of
(N +1)732 for k=1 as the segment size N in-
creases. This effectively decouples the segments,
thus counteracting the opposite tendency (indeed,
as we have seen, prevailing over it) due to the
above-mentioned energetic approaching.

4.2. Effect of renormalization of the energy spectrum

Now, let us turn to the effect of the eigenenergy
renormalization on the exciton free induction sig-
nal. We will exploit the fact that the characteristic
time of the free induction decay is determined by
the energy of the lowest excitonic levels. In consist-
ence with the results obtained in Ref. [17], just over
this region the excitonic spectrum is noticeably
renormalized with including all interactions, taking
the form (N > 1)

E(N) = —2U&3) + UK* (3 — InK),
k<N, (19)

where &(3) = Y ,n > = 1.202. On the other hand, as
it was established in Ref. [17], the exciton eigen-
functions are not changed, in fact, with including all
dipolar interactions. Thus, we do not expect any
influence of this type of renormalization on the
signal of the free induction fluorescence. Conse-
quently, we can approximate the matrix element
[<O|Dylk = 1>]* by (8/n*)N, as we have already
done to arrive at Egs. (10) and (11).

Accounting for the facts just mentioned, we

finally obtain
J dée ¢

8 2
P(t) = <_>
X €X [ — iLCZUt (3 — 1nnc>}
P 2 \27 "

instead of the expression (11). Now, the ex-
citon free induction fluorescence will disappear
when m2c?Ut[3/2 — In(nc)] > 1. This inequality
differs from the analogous one obtained in the

2

) (20)
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NN-approximation (see Section 3) by the factor in
parenthesis. It can noticeably deviate of unity at
low concentration of traps, giving rise, respectively,
to a faster decay of the free induction signal.

5. Numerical results and discussions

In this section we present results of numerical
simulations demonstrating the correctness of our
different approximations and particularly the ef-
fects of the long-range dipolar coupling. In what
follows, we will evaluate the free induction fluores-
cence intensity as a function of the dimensionless
time n’c?Ut. Fig. 1 shows the free induction flu-
orescence signal in the NN approximation for dif-
ferent values of ¢ according to Eq. (10) and the
results from Eq. (11), as a function of the dimen-
sionless time m2c2Ut. We notice that P(t) converges
towards a universal curve on decreasing ¢ and this
curve is given by Eq. (11). In fact, for lower values
of ¢ (not shown in the figure), the results from
Egs. (10) and (11) are superposed.

Up to now, we have neglected the effects of
excitonic states with k greater than unity. The next
state with an appreciable contribution to the free
induction signal is that with k = 3. Its oscillator

1.0

d - ¢=0.05
0.8 ——- ¢=0.01

—— Approximation
0.6
=

0.4
0.2 4
0.0 ‘ ‘

0 2 4 6

Ut
Fig. 1. Plots of the free induction fluorescence decay calculated
using Eq. (10) for ¢ = 0.05 (dashed line) and ¢ = 0.01 (dotted

line). Solid line shows the result obtained from Eq. (11). All
curves are normalized to unity at t = 0.

strength is reduced by a factor 4 as compared to the
oscillator strength of the ground exciton state,
whereas its energy is E3(N) = —2U + 9n*U/N?>.
The free induction fluorescence in the limit N > 1

then becomes
o0 2 ZUt
f dée ¢ |:exp< _ 1“22>

8 2
1 9n?c?Ut) ||?
-|-9¢:xp<—1éz ﬂ ; (21

in the NN approximation. From Eq. (21) we obtain
that P(t) = (8/n*)*[1 — (3)(n*cUt)*] for n*Ut <1
and P(t) = (80/9n%)*[1 — (9/10)n>c?Ut] for ¢~ 2 >
Ut > 1, so that the initial decay is faster than that
obtained for k = 1. However, at longer times the
contribution of k = 3 can be confidently neglected,
as seen in Fig. 2, at least compared to far neighbor
coupling effects (see below). Higher values of k pro-
duce even smaller corrections. Thus, we conclude
that in the coherent approximation the decay of the
free induction signal mainly arises from the destruc-
tive interference between the lowest excitonic
modes (k = 1) belonging to different segments. It
should be noticed that in the model with no phase

P(t)

0.0

Ut
Fig. 2. Plots of the free induction fluorescence decay calculated
using Eq. (11) (dashed line) and Eq. (21) (solid line). All curves
are normalized to unity at t = 0. The inset compares the results

for the coherent (solid line) and incoherent (dashed line) approx-
imations for the two lowest exciton modes (k = 1,3).
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coherence between segments [4,5,10] one obtains
no decay when higher modes (k > 1) are neglected.
Therefore, the next state with an appreciable oscil-
lator strength (k = 3) should be taken into account.
In such a case, the free induction fluorescence
coming from each segment is proportional to
87 + 3)cos[(E3 — E,)t]. The average of this
quantity results in a decaying signal as time elapses.
Since the weight of k = 3 mode in the whole signal
is &, one should expect a drop of the same order in
the emission intensity from the initial value. The
inset of Fig. 2 compares the results for the coherent
[P(t) ~ [Yn p(N)Dy(t)]*] and incoherent [P(t) ~
Y v P(N)|Dy(1)*] approximations for two lowest
exciton modes (k = 1, 3), showing a dramatical dif-
ference between these two approximations and
confirming our qualitative considerations.
According to Ref. [10], finite values of the
quenching constant modifies the ecigenenergy
E{(N). In the limit I' < U, which is of interest in
most experiments, the perturbed eigenenergy is
given by E,(N) = E{(N) — 4in’I'/N* when N » 1.
As the correction is of order N ™! as compared to
the unperturbed eigenenergy, we cannot expect
a significant contribution of finite values of the
quenching constant for small ¢. In fact, this is the
case for parameters of interest. Replacing E;(N) by
E((N) in Eq. (6a) and passing to integration we

obtain
f dée %€

ex ithczUt1 i4cF
P z e

Notice that the correction depends on cI'/U,
which is usually rather small in most physical sys-
tems since I' € U and ¢ < 1. Fig. 3 shows that the
decay curve obtained from Eq. (22) for small values
of the parameter ¢I'/U is essentially the same as
that obtained from Eq. (10). We observe deviations
only for higher (and rather unphysical) values of
that parameter. Thus we are led to the conclusion
that the limit I" — 0 provides a fairly good descrip-
tion of the free induction fluorescence as far as the
parameter ¢I'/U remains small.

Finally, let us now turn to the main aim of the
paper, namely the effects of the dipolar coupling

2

. (22)

1.0

| — ¢I'/U=0.01
1 cl7U=0.10
cl'/U=1.00

P(t)

e Ut

Fig. 3. Plots of the free induction fluorescence decay calculated
using Eq. (22) with ¢I'/U = 0.01 (solid line), 0.10 (dotted line)
and 1.00 (dashed line). All curves are normalized to unity at
t=0.

1.0
h
Y\\\ —— Dipolar interaction (c=0.01)
0.8} - Dipolar interaction (c=0.05)
\\ \ — — - NN interaction
N
AN
0.6 | N
L N\
S N
g 1l
041 \- Y
0.2 - T
0.0 ‘ e
0 2 4 6

Ut
Fig. 4. Plots of the free induction fluorescence decay calculated
using Eq. (20) for ¢ = 0.05 (dotted line) and ¢ = 0.01 (solid line).
Dashed line shows the result obtained from Eq. (11). All curves
are normalized to unity at t = 0.

between far neighbors. From Eq. (20) it is clear that
the free induction fluorescence does not converge
towards a universal curve as a function of the
dimensionless time on decreasing c, as it is seen in
Fig. 4. We notice that there exists an appreci-
able deviation on the fluorescence decay curves
when dipolar coupling is taken into account, as
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compared to the NN approximation. This effect is
higher on decreasing ¢, namely when the segment
lengths are larger.

6. Conclusions

We have shown that the coupling to far neigh-
bors substantially affects the decay rate of the free
induction fluorescence from one-dimensional Fren-
kel excitons created by an ultrashort pulse of
a small area in a chain with substitutional traps.
Due to the non-perturbative nature of the effect, it
must be accounted for at the fitting of the experi-
mental data. Exciton trapping almost does not in-
fluence the free induction decay, excluding the case
of very high concentration of traps. The free induc-
tion signal vanishes in time mainly due to fluctu-
ations of the exciton energies of segments in which
the whole chain is divided by the traps.
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