
2D Mater. 12 (2025) 015012 https://doi.org/10.1088/2053-1583/ad8d65

OPEN ACCESS

RECEIVED

20 May 2024

REVISED

23 September 2024

ACCEPTED FOR PUBLICATION

31 October 2024

PUBLISHED

11 November 2024

Original Content from
this work may be used
under the terms of the
Creative Commons
Attribution 4.0 licence.

Any further distribution
of this work must
maintain attribution to
the author(s) and the title
of the work, journal
citation and DOI.

PAPER

Negative differential resistance of viscous electron flow in
graphene
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Abstract
Negative differential resistance (NDR) devices show a decrease in the voltage drop with increasing
current, an advantageous feature for amplifying and oscillating circuits. We introduce a NDR
mechanism based on the electron hydrodynamics of two dimensional (2D) materials. An increase
of the current in the system favors electron-electron collisions so that a ballistic-hydrodynamic
transition takes place and the device resistance is reduced. This phenomenon results in NDR
provided that the electron’s mean free path is much longer than the device size. We discuss the
strategies towards NDR and find that geometrically engineered devices make it possible to achieve
NDR in graphene with∼200nm sized geometrical features. This NDR mechanism is revealed as a
new hydrodynamic signature, particularly relevant in graphene devices for 2D electronics and
high-frequency operation.

Two dimensional (2D) materials exhibit novel phys-
ical phenomena. This is the case of viscous electron
flow, a transport regime where electrons behave like
a conventional fluid [1–4]. Progress in graphene and
other 2D materials has boosted the search of hydro-
dynamic signatures over the last few years. Some
prominent signatures are the electronic Poiseuille
flow [1, 5, 6] and the formation of electronic whirl-
pools associated with negative resistance (differ-
ent from negative differential resistance) in a four-
terminal device [7–10], as well as the archetypal
superballistic conduction [11]. First studied by
Gurzhi [12], superballistic conduction involves a
collective motion of electrons which, unlike in the
ballistic regime, can better adapt their path to the
geometry of a device. Hence, the electrical resistance
falls below the ballistic limit [13].

Collective dynamics of interacting electrons is
achieved by favoring frequent electron-electron col-
lisions. They are forbidden at zero temperature due
to the Pauli blockade (see figure 1(a)), but bring-
ing electrons out of their ground state makes them
possible. There are two main approaches to be fol-
lowed to achieve this goal. First, the temperature
of the device T can be increased (see figure 1(b)).
This phenomenon gives rise to the alreadymentioned

superballistic conduction or Gurzhi effect [11, 12].
Second, the electric current can be increased (see
figure 1(c)). This affects the electronic temperat-
ure Te independently of the lattice temperature T.
The increase of the current accounts for an elec-
tronic temperature rise and thus, for a decrease in the
device resistance as well. The latter can be referred
to as the Molenkamp effect after its discoverer in
(Al,Ga)As heterostructures [14, 15]. The same effect
was recently studied in graphene field effect transist-
ors [7, 16]. Here, the magnitude of interest is the
differential resistance Rd = dV/dI, where V is the
voltage drop and I is the current across the device.
Experiments show, for some range of currents, a
decrease in Rd with increasing current, an effect that
is stronger in graphene devices [16]. So far, however,
the experimental evidence only reveals positive dif-
ferential resistance Rd > 0. To the best of our know-
ledge, whether negative differential resistance (NDR)
Rd < 0 is possible is a question that has not been
addressed.

Nonetheless, non-ohmic charge transport has
been crucial for the development of modern elec-
tronic technology. As such, NDR is an essential
property for the design of electronic circuits [17],
including amplifiers and oscillators. Here, it is closely
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Figure 1. Schematics of the Fermi distribution at (a) very low temperature, (b) finite temperature T, and (c) at a very low
temperature with a current density I/W.

related to the THz gap [18], for which other mech-
anisms such as the Dyakonov–Shur instability have
been suggested [19]. Regarding the intensity-voltage
characteristics, we separately consider the voltage-
controlled and the current-controlled NDR. On the
one hand, voltage-controlled NDR exhibits a dis-
tinctive N-shaped profile, showing a decrease in the
current with increasing voltage over a given range.
Voltage-controlled NDR [20, 21] appears in tunnel
diodes [22, 23]. The modulation of the gate potential
has been put forward to explain voltage-controlled
NDR in graphene field effect transistors [24–26].
On the other hand, current-controlled NDR exhib-
its S-shaped characteristics, where the voltage drop
decreases with increasing current for a certain current
range. IMPATT diodes [27] show current-controlled
NDR. There exist other mechanisms based on mater-
ial instabilities [17] or the self-heating of the device,
with no electronic origin whichmay present issues for
high-frequency operation. Particularly, the absence
of a gap in graphene jeopardizes the ability to build
a graphene-based switch and its usage in electronic
applications [28, 29]. However, the novel features of
2D electronic devices and their unique response at
high-frequency fields make it desirable to find altern-
ative NDR mechanisms in graphene.

In this work, we demonstrate that a 2D viscous
electron fluid can exhibit current-controlled NDR,
when the ballistic-hydrodynamic transition is driven
by an increase of the electric current. We find that
theNDRperformance is dramatically improvedwhen
the sample geometry is properly engineered. We last
explore the properties of this NDR mechanism for
several electronic functionalities.

Our description for electronic flow starts
from the semiclassical Boltzmann transport
equation (BTE) [30–33]. By considering perturba-
tions around the equilibrium Fermi distribution, it
reads

k̂ ·∇r

(
g− eV

mvF

)
+

∂θg

lB
+

g

le
+

g− gee

lee
= 0 , (1)

where g(r,θ) is a distribution accounting for the

excess of electrons moving in the direction k̂(θ) =
k/k= (cosθ, sinθ) with momentum k at position

r (see [34] for details). We assume an isotropic
material with a Fermi velocity vF = h̄kF/m, where
kF is the Fermi momentum and m is the cyclo-
tron mass [35]. The electrons, with charge −e,
are subjected to an electric potential V= V(r) and
a perpendicular magnetic field B, which intro-
duces the cyclotron radius lB =mvF/eB. Last, under
Callaway’s approximation [4, 15, 36], electron scatter-
ing introduces two different mean free paths. First, le
accounts for the inelastic collisions against impurities
and phonons, which do not conserve momentum.
Second, lee accounts for the elastic electron-electron
collisions, which conserve momentum. As a con-
sequence, the distribution relaxes to a distribution
gee(r,θ)≃ ux(r)cosθ+ uy(r) sinθ that moves with
the electron’s drift velocity u(r) =

(
ux(r),uy(r)

)
=

(1/π)
´ 2π
0 k̂(θ)g(r,θ)dθ.

Non-linear effects [37] in an electron fluid are
mainly due to the change in lee with increasing cur-
rent [7, 15, 16]. We also comment on NDR bey-
ond Callaway’s approximation, in the tomographic
regimes, where more relaxation times are taken into
account [38].

To proceed, we assume that the non-equilibrium
distribution function is a smooth function of the
polar angle θ and expand g(r,θ) up to second order
harmonics [31]. We obtain the continuity equation
and the equivalent equation to the Navier–Stokes
equation (NSE) used in conventional fluids [34]

∇r · u= 0 , (2a)

ν∇2
ru−

(
eB

m
+ νH∇2
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u× ẑ− vF

le
u

=− e

m
∇rV , (2b)

The viscosity and the Hall viscosity are given as

ν =
vF
(
l−1
e + l−1

ee

)
4
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, (3a)
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. (3b)

These expressions involve non-conserving
momentum scattering through the mean free
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path le [11, 33, 39]. Notice that non-conserving
momentum scattering also reveals itself as a dissipat-
ive term in theNSE (2b).We use the following expres-
sion for the electron-electronmean free path [11, 40]

1

lee
=

π kF
4

(
Te

TF

)2

ln

(
2TF

Te

)
, (4)

where Te is the temperature of the electron fluid [15]
and TF = h̄2kF 2/2mkB is the Fermi temperature. This
expression is valid for a Fermi liquid (Te ≪ TF). The
electron temperature Te, which results from the lat-
tice temperature T and the electron kinematics under
a current I, may be estimated as

T2
e ≈ T2 +

4

N
π h̄2

e2k2B

I2

nW2
, (5)

where n is the electron density,N = 4 is the number
of equivalent spins and valleys in graphene, andW is
the width of the device. The definition of a temper-
ature describing local dynamics [41], and a distribu-
tion like the one schematically shown in figure 1(c),
was guaranteed by frequent electron-electron colli-
sions lee ≪W. In fact, this is the case in the hydro-
dynamic regime where we seek NDR. To derive the
equation, the drift velocity of the electrons vd = j/ne,
which is proportional to the current density j, is used
to determine the momentum shift in the Fermi dis-
tribution δk= kFvd/vF. The broadening of the distri-
bution in terms of energy is, therefore, kBTI

e = δε=
h̄vFδk. In a general scenario, both the lattice temper-
ature T and the current-driven electron temperature
TI
e contribute to the final electron Te. Thus, we obtain

equation (5) by considering both contributions in
quadrature as usually done with the widths of two
distributions. Notice that it is common to assume a
global temperature Te for the whole sample. Global
thermalization lies upon the hypothesis of very infre-
quent inelastic scattering events le →∞. However,
in this work, we go beyond this approximation and
also study hydrodynamic models where Te is locally
defined with the local current density instead of I/W.
In addition, notice that the second term in Te may
slightly be corrected by a geometrical factor that could
be analyzed with current-noise measurements [42].
In any case, it is the dependence of the second term
on I2 that enables the emergence of NDR. Therefore,
the same basic strategies to find NDR can be con-
sidered, regardless of the particular expression of such
term. Last, notice that the increase in the electron
temperature is primarily due to the applied current,
that brings the electrons out of its equilibrium dis-
tribution, a physical mechanism distinct from Joule
dissipation.

Viscous flow is affected by the scattering of the
electrons at the sample edges, so we consider two
representative boundary conditions [43] that supple-
ment equations (2). First, we study a diffusive (DF)

edge, where electrons are scattered at the edges in all
directions, resulting in a partial slip condition with
the slip length ξ = 3π 4ν/vF. Second, a partially spec-
ular (PS) edge with ξ = (8/d− 16/3π)ν/vF, for the
dispersion coefficient d≡

√
πh2lckF 3 ≲ 1, where h is

the edge roughness and lc is its correlation length
(see [34, 43]).

The NSE can be solved to find the velocity u(r)
and the potential V(r), which can be used to determ-
ine the current density j=−enu, whose integral
across the device is the current I. The ratio between
the voltage drop at the two ends of the sample and
the current gives the electrical resistance. Particularly
the NSE has a close solution for a very long channel
of widthW and length L, and the resistance is found
to be

R=
mvFL

e2nleW

(
1− 2Dν/W

coth(W/2Dν)+ ξ/Dν

)−1

,

(6)

where Dν ≡
√
νle/vF. In arbitrary geometries the

NSE is solved with a conforming Galerkin finite ele-
ment method with Taylor–Hood elements for geo-
metry triangulation [44], taking sizes h< 0.2W to
ensure convergence. The current is set at the contacts,
which are at least 2 periods away from the region stud-
ied to compute the resistance and solve the linear sys-
tem resulting from the finite element method. Last,
we use a Runge–Kutta 4 method to find the electron
streamlines, and numerical integration for the total
current (see [34]). When a local definition of tem-
perature is considered, we use an iterative approach
based on consecutive solutions for u(r) to compute
lee until convergence is achieved. On the other hand,
in order to obtain the electrical current by the BTE
formalism we first find the g(r,θ) distribution, which
is integrated to find u. We numerically solved the BTE
in a uniform channel using a conforming Galerkin
finite element method [45] on Matlab, writing the
solution as g(x,θ) =

∑N
n=1

∑M
m=1ϕn(x)φm(θ) with

M= 40 tent elements and the product of two con-
secutive elements for the spatial part andM= 32 tent
functions for the angular part.

Figures 2(a)–(d) show the results of the simula-
tions of the voltage-intensity characteristics in a uni-
form channel of width W= 2µm. Panels (b) and
(c) display the intensity-voltage characteristic and the
corresponding differential resistance Rd = dV/dI for
several values of the mean free path le. All simulations
account for a carrier density n= 0.5× 1012 cm−2. We
chose this value to favor le ≫W [7], which is one of
the conditions we demonstrate for NDR. Although
NDR would arise at lower I near the charge neutral-
ity point, we rather avoid the issues related to thermal
activation and charge inhomogeneities.

In these panels, we considerT≈ 0K andDF edges
in the absence of a magnetic field. We show the
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Figure 2. NDR enhancement in geometrically engineered devices, for the lattice temperature T≈ 0K, the carrier density
n= 0.5× 1012 cm−2 and in the absence of a magnetic field. (a) Simulations of the electric potential and electronic streamlines for
the electron fluid in a uniform graphene channel. (b) Intensity-voltage characteristic obtained with the NSE model solved in
equation (6) for a DF boundary and different values of le indicated in the legend. Solid circles present the BTE simulations on top
of the NSE solutions. Results when considering a local definition of the Te in NSE are also shown (solid triangles). (c) Differential
resistance, Rd for the same conditions considered in (b). (d) Minimum of Rd(I) as a function of le and two types of boundary
conditions, DF and PS. Solid symbols represent the data already shown in panel (c) with the same color code. Panels (e)–(h)
((i)–(l)) show the same calculations as in (a)–(d) in a crenellated channel (an antidot superlattice) whereW is the geometry
length scale.

predictions of the NSE model (solid lines) which res-
ult in equation (6) and the BTE results (circles). Both
descriptions predict NDR, and their results nearly
overlap for higher currents, where NDR occurs. As
demonstrated in equations (4) and (5), lee is smaller
due to an increase in I and the hydrodynamic descrip-
tion becomes valid [7, 11, 16] (see also [34] for a
discussion of the transport regimes). Regarding the
tomographic dynamics [38], when elastic collisions
have two relaxation rates, our results are robust even
when the relaxation rate of the odd parity modes, loee,
is much larger than that of the even parity modes, leee,
loee = 10leee. Consequently, we will use the NSE hydro-
dynamic model to study NDR hereafter in complex
geometries (figures 2(e)–(l)). In addition, figure 2(b)
shows (triangles) the NSE predictions using a local
electron temperature where I/W is replaced by the
local current density for comparison. This is a dra-
matically different approach that neglects the transfer
of the thermal fluctuations within the whole sample.
Despite the slight quantitative deviation, we prove
thatNDR still occurs under the surmise of a local tem-
perature. As a conclusion, the assumption of a global
temperature Te is not crucial for the emergence of
NDR. Indeed, if the length of the channel is much lar-
ger than its width, as considered here, the variation of
the temperature profiles is negligible [42]. As shown
in figure 2, we find S-type NDR in the setups studied

in this work. As aforementioned, increasing the cur-
rent reduces the value of lee, and this decrease pro-
duces the transition from the ballistic regime to vis-
cous electron flow. The resulting collective behavior,
eventually, reduces the resistance. This is consistent
with the fact that there are two possible values of the
current I for the same potential drop. However, only
the highest one (leading to a reduction of lee) drives
fully collective electron dynamics.

Figure 2(d) shows that NDR only appears above
a critical value of le ≳ 25.8W. Indeed, the decay of
R= V/Iwithin the ballistic-hydrodynamic transition
needs to be very fast to achieve NDR. Conduction
at a large enough current becomes diffusive and the
resistance reaches an asymptotic value that scales as
∼l−1

e . Hence, a larger change in the resistance within
the transition is expected for clean samples which
enables NDR. Furthermore, systems with PS bound-
aries (dashed line in figure 2(d)) only exhibit NDR
for even larger values of le, which agrees with the fact
that the hydrodynamic transition shifts to higher le
in systems with PS boundaries [34]. In a uniform
channel, only the lateral edges may bend the elec-
tron flow, so very specular boundaries result in a uni-
form electron flow, not affected by elastic collisions.
In summary, the le values required for NDR in a uni-
form channel are not easily achievable. In addition to
the lack of robustness regarding the edge scattering
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Figure 3.Minimum of differential resistance in a graphene crenellated channel with carrier density n= 0.5× 1012 cm−2 and DF
boundaries as a function of le/W. (a) Simulations as a function of the lattice temperature T for B= 0mT and (b) the magnetic
field B for T≈ 0K. Simulations show an enhancement in NDR at low temperatures and fields.

properties, we conclude that our theory is consistent
with previous experimental evidence where NDRwas
not observed [7, 15, 16].

In view of such difficulties, new strategies need
to be considered. Further bending the electron flow
seems to be a reasonable strategy, so we suggest
geometrically engineering the sample. Consequently,
we study the crenellated channel [39] shown in
figure 2(e), whereW= 200nm is a length scale, which
matches both the mean width and the oscillation’s
period. We also study an antidot superlattice [46] as a
feasible proposal in figure 2(i), whereW= 200nm is
the distance between the centers of two adjacent holes.
Notice that in all casesW gives an estimate of the aver-
age distance within collisions with boundaries. The
resistanceRd and the current I thatwe show in figure 2
are normalized to one period of every geometry. Both
the crenellated channel and the antidot superlattice
improve the results by an order of magnitude. Now
NDR appears at le ≳ 3.8W or le ≳ 3.6W respectively,
meaning le ∼ 1µm, a realistic inelasticmean free path
in graphene [7]. Current values of I∼ 20µA are also
reasonable considering that I= 300µA was reached
in [7, 16]. Most importantly, the phenomenon barely
depends on the boundary condition. In particular, it
is slightly enhanced for PS with low d. Notice that
unlike in the uniform channel, the electron fluid can
more easily follow the geometrical features when this
edge condition applies. This corresponds to smooth
edges such as those obtained with cryo-etching [47].
The enhancement of the NDR effect when geometric-
ally engineering the sample agrees with the fact that
the Gurzhi effect [12] is not usually measured in uni-
form channels but in constrictions [11].

Now, let us analyze the role of the lattice temper-
ature T. Figure 3(a) extends figure 2(h) in the crenel-
lated channel for several values of T, demonstrating
that the NDR effect reduces with increasing T. As
aforementioned, there must be a large decrease in

R= V/Iwithin the ballistic-hydrodynamic transition
for NDR to arise. However, transport at low cur-
rents at finite temperature T can already support
superballistic conduction with low resistance [11].
Hence, the global decay from such a reduced value
is not quick enough when varying the applied cur-
rent to produceNDR. Furthermore, we needTe ≪ TF

for equation (4) to be valid. If the temperature Te

is increased, such dependency approximately trans-
forms to lee ∝ 1/Te [11], which is not quick enough,
and NDR disappears. In this regard, notice that lat-
tice heating must be avoided by a proper design that
favors heat dissipation. Although this effect seems
quite cumbersome in GaAs experiments [15], it is not
that serious in graphene samples [16]. Indeed, some
measurements, even at very low density of carriers, do
not show an appreciable Joule heating up to 300µA.
Another side effect regarding the temperature T is the
increase of the electron–phonon scattering and the
reduction of le. However, for low temperatures≲50K,
the dispersion relation of graphene does not show a
significant increase in phonon scattering. If a steady
lattice temperature T can be expected regardless of
high-frequency electronic oscillations, the role of this
heating can be considered in an effective le value.

Last, let us explore the dependence with the mag-
netic field in figure 3(b). Similar to the effect of T,
the magnetic field keeps us apart from the ballistic
regime [34] even at low currents, and opposes the
quick descent inR= V/I that would otherwise enable
NDR. Notice that our current proposal of study-
ing the effects of the magnetic field spans the tradi-
tional scope of the experiments on the Molenkamp
effect [16]. Moreover, it provides additional evidence
of the hydrodynamic nature of the NDR mechanism.

Now that we have studied NDR, let us com-
ment on three device proposals. Voltage regulat-
ors displaying S-type characteristics are the most
immediate application. In this devices dV/dI≈ 0,
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Figure 4. (a) Graphene amplifying and (b) oscillating circuits where the engineered channel supports NDR.

keeping a constant voltage when varying the electric
current, as we found for the critical case when le =
11.7W (see figures 2(b), (f) and (j)). Notice that reg-
ulators do not need dV/dI< 0 strictly.

Moreover, a NDR device with a current source
can also be used as an amplifier, as shown in
figure 4(a). Here external signals increase their amp-
litude provided that the resistance of the circuit is
smaller than −Rd. This is not a serious concern
since several devices could be connected in series
to achieve it. Remarkably, there is not a threshold
voltage for this mechanism to operate. Finally, a
NDR device with a capacitor C and an inductor L
acts as an oscillator. Indeed if it is pumped with an
external source, under the same condition of −Rd

larger than the resistance of the circuit, it gener-
ates oscillations of frequency ω ≈ (LC)−1/2 aimed at
producing electromagnetic radiation. We can achieve
this condition by reducing the length l of the capa-
citor and the inductor. Figure 4(b) depicts a sample
architecture on a graphene flake, with a capacit-
ance C≈ 2e2

√
nlw/(h̄vF

√
π)mainly due to quantum

effects [48] and an inductance [49] L≈ml/(e2nw)
due to the carriers inertia. A straightforward calcu-
lation yields ω ≈ vF/(

√
2l) which is 0.1THz for l≈

1µm. For NDR to persist, vF/ω ≪W or equival-
ently l≪W should be fulfilled. Moreover in order
to increase the operating frequency one mainly has
to reduce the size of the geometrical features. Thus,
this NDRmechanismmay overcome some of the dif-
ficulties of other oscillating mechanisms, such as the
Dyakonov–Shur instability [19, 50] and continue the
efforts to close the THz gap [18].

In this work, we prove that the 2D viscous elec-
tron flow in graphene exhibits NDR if the transition
from ballistic to hydrodynamic transport is triggered
by an increase in the current, which gives rise to a
decrease in the electron-electronmean free path. This
phenomenon reveals itself as a novel hydrodynamic
signature. The main strategies towards NDR are to
geometrically engineer the device and to ensure that
the ratio between the sample geometrical features and
the inelastic mean free path W/le remains small. In
conclusion, this NDR mechanism enables electronic

applications in 2D materials such as graphene and
could be used in high-frequency devices as an altern-
ative to the Dyakonov–Shur instability. The broad
interest in viscous electron fluids and the prospect of
novel applications opens a challenging search for elec-
tronic devices displaying lower differential resistance.
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